Episode 89 Transcript

Joshua B. Hoe

0:04

Hello and welcome Episode 89 of the Decarceration Nation Podcast a podcast about radically
reimagining America's criminal justice system. I'm Josh Hoe among other things, I'm formerly
incarcerated, a freelance writer, a criminal justice reform advocate, and the author of the book
‘Writing Your Own Best Story: Addiction and Living Hope.

We'll get to my interview with Chelsea Barabas, a research scientist at the Massachusetts
Institute of Technology, in just a minute but first, the news.

| don't have too much to share this week. But on the 24th we'll be hosting a webinar bringing
together a panel of formerly incarcerated CEOs in hopes that we can share a different kind of
story about formerly incarcerated people and also share their experiences with other formerly
incarcerated brothers and sisters and allies and allow folks to ask questions about what worked
for them when they came back from their own incarceration. | will get everyone more details on
this very important webinar as soon as | have more to share.

Oh, and also last week, just a few days ago, | celebrated a birthday. So if you missed it, that's
okay. Getting older is not my favorite part of life, but if you want to know every year | eat at the
same restaurant for my birthday and was able to follow that protocol again this year while
remaining socially distant.

Okay, let's get to my interview with Chelsea Barabas.

Chelsea Barabas is a Ph.D. candidate in Media Arts and Sciences at MIT and her work focuses
on examining the spread of algorithmic decision-making tools in the US criminal legal system.
She's a technology fellow at the Carr Center for Human Rights Policy at the Harvard Kennedy
School of Government. Formerly she was a research scientist for the Al Ethics and Governance
initiative at the MIT Media Lab.

| probably should also mention that our fathers are both really old friends, but oddly enough until
today, we've never actually talked to each other. So on that note, welcome to the Decarceration
Nation Podcast Chelsea.

Chelsea Barabas

Thanks, Josh, for having me.

Joshua B. Hoe
2:03



| always ask some version of the same first question, how did you get from wherever you started
to where you were working on algorithms as they relate to the criminal punishment system?

Chelsea Barabas

2:13

Sure. So | first got interested in civil rights issues related to algorithmic decision making back
when | was doing my master's degree from 2013 to 2015. And at that time, | was examining the
role that algorithmic recommendation systems were playing in the US labor market. So | was
really interested, particularly in how the tech sector was using data to address a growing
concern about the lack of diversity for their technical staff, their engineers, and things like that.
And so | did some work looking at different data-driven platforms that were designed To help
tech companies identify and recruit more diverse talent into their workforce, and so | did that.
And after that work, | was offered an opportunity to join this Al ethics and governance initiative.
That was in 2017. Right in the wake of a pretty big Expo a, that was carried out by Pro Publica
in 2016. That investigated basically the essence of racial bias in pretrial risk assessments. And
so in the wake of this investigative report, which basically showed that, first off, these algorithms
are not very accurate. They were hovering around the 60% accuracy level. But that inaccuracy
is disproportionately borne by people of color. So if you were a black person being evaluated by
these risk assessments, you are twice as likely to be Miss identified as high risk as a white
person was. And if you were a white person, in contrast, you were twice as likely to be Miss
identified as low risk by these tools. And so this sparked a big wave of concern, both in kind of
like the broader public, but also particularly in the academic community. Because this is one of
these early examples of a high stakes environment where people's lives were going to be
greatly impacted by a tool that exhibited like really serious racial biases in the way it developed
its predictions. So it was at that point in time that | was asked to kind of do some initial kind of
investigations specifically into how these algorithms were impacting the culture of the
courtroom. So how did judges integrate this information into their decision making, or how did
they resist the recommendations? were given to them by algorithms. And that was the
beginning of my work in this area. Since then it's really gone in directions | never could have
predicted when | started. My work has generally evolved away from working closely with
governments and like major nonprofits, which is where | started a lot of my work and move more
and more towards working with community organizations who are leveraging much more
fundamental critiques about these systems and also trying to develop alternatives, alternative
proposals for how we might use data to actually support much more transformational change
within the criminal punishment.

Joshua B. Hoe

5:40

So, you know, I'm somewhat deep in the weeds on this stuff. You're really deep in the weeds on
this stuff. So let's start from a basic place for the listeners who aren't necessarily where we are
on this stuff. How would you define the kind of Al and algorithmic systems and data-driven
decision making?



Chelsea Barabas

6:00

Yeah, that's a good question. So | think particularly this question of like, what exactly is Al is a
really good one because a lot of things get branded as Al. That, you know, it's a really diverse
group of things. So | like to say that Al is actually a brand first and foremost. So under this rubric
of Al, you see people talking about things like algorithmic risk assessments, which for the most
part, are based on, you know, statistical methods that have been around for decades now. They
aren't particularly advanced and what they do, but in the current moment, we're living they have
been rebranded as Al. But there are also other technologies that, you know, five years ago
weren't possible technologies that basically thrive off of massive amounts of data that are
generated in our current and of digitally mediated world. So These are technologies, you know,
things like facial recognition algorithms that are able to identify, you know, anybody based on
you know, their face. It also includes what else it includes predictive policing algorithms which
are based on trying to identify crime hot quote-unquote, crime hotspots that can be used to
inform where police deploy their officers in different places. | think by and large, like, what we
mean when we talk about these things are basically tools that use statistics, or computer
science methods such as machine learning, to process and identify trends and patterns, and
increasingly large amounts of data.

Joshua B. Hoe

7:49

Yeah, so your work starts with seems to be the notion that there's a rapid proliferation of these
processes and systems. Can you see the ways that To see this happening rapidly? And if there
are more systems that you're, you know, particularly concerned about, | assume you probably
already named them but just a check?

Chelsea Barabas

8:13

Sure. so, for the last few years, I've been pretty deeply engaged with the conversation around
pretrial risk assessment, which are basically assessments that claim to be able to identify and
predict a person's likelihood of being of what | guess we call or what people within kind of the
government call pretrial failure. That includes things like failure to appear to court, being
rearrested for another crime, or being re-arrested for a violent crime. I've been really interested
in risk assessments because they have been framed as a bipartisan vehicle for pretrial reform
and until the ProPublica Kind of Expo they came out in 2016. They were they were kind of
considered this promising new reform that would help us decrease our jail populations. I'm
happy to talk about more of the limitations with that if that's useful, but they're in addition to the
racial biases that | mentioned earlier. Some of the other really, you know, what we've seen
panning out within courtrooms is that these things have more or less not really had a major
impact on the way judges make decisions. So that and | can go into more depth about why that
is, if that's of interest and a bit. Other tools that | find really interesting are things like the use of
biometric data. This could be things like, somebody's face, somebody’s voice, somebody, even
somebody who walks their gait. Those are all if those things are recorded in some sort of way.



So for example, when people in prison called Their families on the outside. Increasingly, that is
predicated on the incarcerated individual. agreeing to coerce being coerced to agree to their
voice being recorded by a company like Securus, then is able to take that audio recording, and
do all kinds of analytics on it to either identify who the speaker is, as well as make other types of
claims that | think of is kind of pseudoscience claims about, you know, whether or not this
person is lying, or whether or not this person is likely exhibiting aggression, or likely to commit a
crime in the future. So there's a whole new wave of research looking at capturing data from our
bodies, and the way we look or walk or talk and then it's being used to analyze and criminalize
people in various ways. So So that's another really worrying set of Al technologies?

BN

Joshua B. Hoe

11:03

as a follow-up, that the security program that you're talking about seems like there's another
problem with it that, you know, this idea of voice printing that they use to identify not just the
speed that person in-person talking, but the person on the other end of the phone. Is that is so

Chelsea Barabas
Sorry, go ahead.

‘

Joshua B. Hoe

11:26

Okay. | was gonna say so | mean, that seems fairly problematic to me, too, is that it's not just
the agreement of the person in prison, but it's also the agreement of the person who is on the
phone with the person in prison. And they end up getting in some ways surveilled as well,
correct?

Chelsea Barabas

11:45

Yeah, absolutely. Yeah. And | think that's one of these major trends we've seen, with more and
more digital technologies being introduced to carceral spaces is a massive net widening in
terms of the surveillance not just to the individual who's directly impacted. They're broader
family and community that supports them. So that's true. It's, you know, certainly for
incarcerated individuals. It's also true for individuals who have been subjected to new forms of,
you know, what people call incarceration. whereby they might not be in a brick and mortar jail or
prison, but they've been they’re required to either wear a device that is surveilling them or
monitoring them almost constantly. Whether that be like an ankle monitor or like a now a mobile
phone. A major concern of these types of technologies is that it's not just collecting information
about the individual who's being targeted, but also anybody that they live with or is in their
environment. Yeah, it opens up a potential for Yeah, much, much broader surveillance, and
criminalization is all

‘

Joshua B. Hoe
12:55



| saw a speech you gave and you quoted Einstein talk about the importance of kind of how we
formulate first questions. And so | thought of a few, | think foundational questions that seemed,
at least in the research I've read that you've done undergirds a lot of your work, one of them
seems to be, is it problematic to even try to study is the whole notion of at-risk populations
problematic?

Chelsea Barabas

13:22

| think so. Yeah, absolutely. | think that when most, it's problematic for a number of reasons. So
one of those reasons is that often when people try to measure or evaluate risk, they center it
squarely within the kind of individual and think about risk and highly individualized terms. So
they'll talk about things like you know, somebody's anti-social tendencies or like their aggressive
pathologies, or things that basically amount to either, you know, some sort of form of
internalized anti-social behavior or you know, abnormal ways of thinking, while at the same time
completely ignoring any structural or environmental factors, which might be leading to the
outcomes that are being evaluated. And so it basically strips context. other contexts outside

of an individual is just an individual's basically thought patterns and belief systems to evaluate
risk, | think that's it, that that does a lot of work in erasing the violence of, you know, like
structural racism, poverty, mental health issues and things like that. So that's one thing. The
other big thing though, is that a lot of the problems that we're facing today with an ever-growing
prison industrial complex are about the system itself. You know, growing and expanding but In
spite of the fact that we haven't seen, you know, increases in, in a crime or public safety threats
over the last several decades, but rather than, you know, use data to hold a mirror up to the
system and ask, okay, how is the system broken? And how is the system harming you know,
individuals and communities, we always risk-based kind of discourse is always used to kind of
shift the focus and attention back on the individuals were bearing the burden of the carceral
state. And I think in doing so it deflects blame back on basically the people who are the victims
and survivors of the system, as opposed to the system itself.

Joshua B. Hoe

15:48

Another kind of foundational question is the whole notion of crime statistics. Too problematic for
us to be using?

Chelsea Barabas

15:56

Yes. | think that you know, | don't think cry Like data that is developed or collected by our
criminal legal system like | don't think it's completely useless. But | think it has to be radically
reframed to, to basically be interpreted as the byproducts of the policies and the decisions of the
people who are in power and make decisions in, in the carceral. state. So a great example of
this is, | guess, the work we've done with pretrial reform, what we've seen is, you know, a
massive increase in the number of people who are detained before their trial date. You know,
we have more people in jail today than the entire incarcerated population of individuals who had



been convicted of crimes in 1980. That's a massive uptake increase in you know, and that's the
byproduct of a cultural shift within the courtrooms. So it seems weird to me that the solution to
that problem is to use this data to try to model and predict the behaviors of individuals who, who
are charged with crimes, as opposed to trying to model and predict the behaviors of the judges
who have been making these decisions over the last, you know, 2030 years. But this is a
pattern that we fall into all the time, is that we instead call this data, you know, criminal history
data, as opposed to, like the history of criminalization, which is what it really is. But the carceral
state has left a lot behind a lot of data crumbs that we could use to basically chart out, you
know, the gross racial disparities in the way that police and judges and prosecutors deal with
individuals who, who are impacted by the system. But it's a major missed opportunity because
what we end up doing is just using this data to continue to perpetuate the same justifications for
the same bad behavior by those powerful actors.

Joshua B. Hoe

18:05

So, to put it a different way, can | use data like this? | think you enter this to some extent, but |
want to be really clear here. Can | use data that are produced in these kinds of systems to
predict people accurately might commit a crime? And if | can, does that conclusion, say more
about the society and bias that made the prediction or about the person the data suggests
would be likely to commit the crime?

Chelsea Barabas

18:31

Sure. | mean, | don't think there's any data from the system itself that can help you predict who
is going to commit a crime. And the reason for that is that this data is incredibly partial. We know
that there are some crimes that are like pursued much greater than other crimes, for example,
white-collar crime, which arguably has a much larger, negative impact on society at large than
say, you know, Petty street crimes or petty, you know, extremely petty crimes like driving on a
suspended license. But what we see is like a gross over-representation of those crimes,
basically crimes of poverty, right. And, and so when we're talking about crime prediction, we
really have to account for that major skew in the data. And recognize that there, there's both an
issue of under-representation of certain types of crimes, and an issue of over-representation in
terms of, you know, the over-policing and the over criminalization, especially of you know, racial
minorities and low socioeconomic status individuals. And | think that those issues of under and
over-representation are irreconcilable, we can't fix them with the data that we've got. And so |
think it's impossible to predict crime. You can predict arrest. And | think if you want to predict
rest, that will only be useful if you contextualize it within an understanding of the way that, you
know, police operate in, you know, racially discriminatory ways. And kind of take that category
of arrest not to mean not to indicate, again, not to indicate criminality on the part of the individual
arrested, but more of an indication of the choices and decisions that police officers make when
they're patrolling the streets.

Joshua B. Hoe



20:36

That's an interesting distinction. How would you suggest that we tell that story differently?
Because you know, the way people hear it is definitely that people are more likely to commit a
crime. | like this notion of more likely to be arrested. Can you flesh that out a little bit more?

Chelsea Barabas

20:54

I'm sure. | mean, well, | mean, I'm not sure. I'm not quite sure. Maybe you can ask me a little bit
more specifically, what? what you'd like me to flesh out?

Joshua B. Hoe

21:04

Well, | mean, it seems like, you know, one of the problems that we really are facing is that
people tend to vote on fear of crime, and they tend to change policies based on fear of crime,
and based on statistics, and based on predictions. And so it seems to me that the way you just
reconfigure that suggests that, you know, there's a different problem, it's not necessarily the risk
of an individual harming society, as much as problems with the way that society manages its
problems. That makes sense. Am | getting that correct? Or?

Chelsea Barabas

21:45

Yeah, and | mean, so | think one conversation that needs to be had a lot more is around the
kind of unpack, like unpacking these emotional stakes of these conversations, right. So | think
you know, so On some work, interviewing judges to really try to understand like, how they go
about making decisions when they're setting bail for folks. And the biggest thing that comes up
when we start to talk about, you know, the steady rise in jail populations is they have a fear of
releasing somebody into the community who's going to go out and commit some horrific crime
and make headlines, where, you know, the journalist says, you know, Judge so and so is let out
this person. Yesterday, when we could have prevented this, you know, they've been charged
they were charged with another crime.

Joshua B. Hoe

22:38

So we saw that all over New York after the bail reform. Yeah,

Chelsea Barabas

22:41

Right. Yeah, there's this deep fear of like violence and danger, right like that, that people there's
emotional baggage around that. When you really look at the numbers of like kind of the rate of
violent crimes, you start to realize like, wow, it's an exceedingly small group. When you look at
the overall like kind of data around kind of arrests and things like that, and by exceedingly |
meaning between like one and 4% of you know, rearrest, particularly around pretrial, but what
we end up seeing happening so my follow on question to these guys, these judges are often



like, Okay, well, how do you gauge you know, how much of a potential threat somebody is, and |
enlarge the main way that people gauge that is okay, how many other times have they been
arrested in the past? You know, what's their history in the system? Which is, you know, I'm a
terrible proxy for things like danger. That's much more, you know, of an indicator of, you know,
what kind of neighborhood somebody grew up in and how the police interact with that
neighborhood. And so, | think there's a lot of important work to be done to kind of unpack what
does it mean to what what what does it mean to evaluate Like a public safety threat? And what
does it really mean to keep our like, how can what are the most effective policies for keeping our
community safe? If that is kind of Top of Mind here, like what are the interventions or things that
we could do to actually reduce gun violence or reduce, you know, drunk driving or you know,
other things that pose physical, you know, harm to people? Because right now, the default
unspoken strategy is just prevention through detention, which has, which down the line actually
create, you know, creates the environment for it. It tears up the thread of communities and likes
is much more of threat detention is much more of a threat to kind of the well being of
communities then, in the actual threat of violence perpetrated by an individual

Joshua B. Hoe

24:54

stuck with pre-trial for just a second. This is a Hobson's choice that | have fallen into myself a
few times, I'm not sure that | have a great way out, hoping maybe you can help me. | know it
rarely works out this way. But let's say assume you have the choice between judicial discretion
alone, which are also has also been shown to be quite biased and results of, say an algorithm. |
understand that in most cases, judges don't. It's not an either or it's both. But, you know, in the
site, assuming that sometimes judges alone can be can theoretically be worse than the result of
the algorithm. How do we get out of that box? Or is that even a box that | can even conceive of
it as a box in the first place?

Chelsea Barabas

25:40

So you're kind of talking about this whole like man versus machine who can predict things more
accurately?

Joshua B. Hoe

25:46

Well, who can be less biased? | guess is the question. I'm really, | don't think either of them is
particularly predictive. | think that in these situations, we have judges who are often very
discriminatory against black and brown people. We have algorithms that are also often biased
against black and brown people. And frequently we're left in a situation where we have to
choose one for some reason, | understand that the better option is not to have the box. But

Chelsea Barabas
26:13



right. So one of my favorite jokes around from algorithms about algorithms is this joke of, if you
asked an algorithm, what they would do if they saw, you know, if their friends all jumped off of a
bridge, would they jump off of a bridge to the algorithm would always say yes, right? Like, that's
kind of like one of those things like dads or somebody will say to us, like, oh, if all your friends
did this stupid thing, would you do it too? And the case with algorithms is like most certainly,
yes. Because all algorithms are good at are identifying historical patterns and trends based on
things that have happened in the past. So it seems crazy to me that we would hope to
transcend somehow human biases by developing some sort of fancy algorithmic model that's
based on data that was generated from biased human decisions, like, there's no way that an
algorithm can transcend those biases. Because that's not what they're good at. And so what |
think these things end up actually serving is they provide this veneer of science and objectivity
that helps us justify the way we've been making decisions for forever, instead of transforming
the way we make those decisions.

Joshua B. Hoe

27:26

That's interesting. Let me dig just a little bit deeper into that because | know during the first step
battle, you know, one of the arguments that | made pretty frequently was that, you know, there
are ways to scrub data and you know, obviously, you're calling into question the possibility that
data can ever be disaggregated from its biases. You know, what | think people have said in the
past is, you know, people who are experts in your field, I'm obviously not one is that you could
make datasets public The assumptions of the data sets public and allow people to can you
continue to test and adjust for bias within the data sets and the results? Is that totally
impossible? Or it because it sounds like that's what you're saying? And | certainly don't know
myself. So it seems like a good question to ask.

Chelsea Barabas

28:18

Sure. | mean, | think that for, for some subset of issues, you know, you can start you can begin
to D bias data, and that can help to a certain extent. But | think the bigger issue, particularly in
this context, it is the way that we define the outcomes that we care about and the way that those
outcomes mask the violence of the system itself. So kind of sticking with this pretrial example.
You know, there are pretty strong protect legal protections against pretrial detention like you
know, the like, it's outlined In our federal documents that, you know, there's a strong
presumption of release. The only reason somebody should be detained is if we think they're a
flight risk, or we think that they pose, you know, a public safety risk. So that's important to keep
in mind when we talk about risk assessment. It's true that there is bias in the way that these
algorithms predict their outcomes. And, you know, I'm, | use that argument, often, as the first
argument, | say against these things. But | think a more fundamental critique is to say, hey,
these risk assessments do not predict what matters in this situation. So, for example, when
we're talking about failure to it or flight risk, what people actually mean when they're actually
looking at the data, is they're looking at any time in which somebody has a default in court didn't
didn't make it on time the court didn't make their you know, their first hearing or something like



that. That's really different. From, | think the initial intent of the law, which was really, you know,
to look to identify people who are going to flee the country or flee the county, and it's gone from
justice. Even more egregious, though, is when we look at a public safety risk, most of the risk
assessments that are out there today, what they mean by public safety risks is, is any, any
arrest in between the time you were the first arrest, you know, driving on a suspended license,
that's hardly a public safety risk. But the reason that risk assessments define their outcomes in
that way, is because it's extremely challenging to actually predict violence in the future because
it's so rare. But rather than abandon the endeavor of predicting violence, what they've done is
they've just massively expanded the category of what they define as a public safety risk to mean
anything. Anything for which somebody gets arrested. So that's not something that you can fix
by D biasing the data. That's something that you have to think By radically rethinking the
categories that you're using to define your goals and your outcomes down the line.

Joshua B. Hoe

31:09

So is are any instances of where you want to try to do both changes the idea of what you're
looking at? And also try to devise data? | mean, should you default to trying to be biased data
as a general rule?

Chelsea Barabas

31:22

Sure. | think it's a good first step. | think it's just it can't be the last step. Um, and | think for
things like consumer technologies, thinking about, you know, the bias in this way is really
important. But it can't be where we stop. And | think that you know, a really interesting kind of
example of this is when we think about facial recognition algorithms, so, um, you know, one of
my colleagues at MIT joy bell and weenie did a study a few years ago where she discovered
that you know, facial recognition algorithms perform significantly worse on dark-skinned female
faces. And the reason for that was because dark-skinned women are not very well represented
within the datasets that are used to train facial recognition algorithms. So that's an issue in and
of itself, like, okay, especially when you're thinking about things like self-driving cars, for
example, you know, we don't want the cars that are out on the street, to not be able to identify a
dark-skinned female human, as well as it could, you know, identify a white male. However, you
know, when this report first came out, there were a number of thinkers of color who said, Hey,
listen, we know that bias is an issue. But we don't want to actually be included in these datasets.
Because although we know this stuff can be used for things like opening our smartphones, what
it's more likely going to be used and be, you know, show up in our lives is going to be through
law enforcement technology and technology that's going to be used to criminalize us and
oppress us in various ways. And we don't want that technology to be more accurate. We don't
want that technology to be more efficient. We want that technology gone. So, you know, we
have to really think about the use cases and the contexts in which these things are being
deployed. And that requires us to think beyond just issues of bias and accuracy. To think about
the impact.



Joshua B. Hoe

33:17

| think that's a really good bridge to some of the things | wanted to talk about next. The first one,
you know, seems to be done in my head, | always call this the Minority Report problem. I'm not
really sure that people realize that, you know, there are people, for instance, say in this country
right now locked up who've never committed a crime based mostly on assessment of risk. You
know, there are rule laws called civil commitment laws that allow this. Do you see things that
worry you about predictions being used prior to crime to segregate or incarcerate?

Chelsea Barabas

33:52

Absolutely, | mean, so | actually just collaboratively wrote a letter of concern that a publication
That was coming out a few months ago, in which the researchers claim to be able to identify the
kind of like predict criminal or like criminal propensities just based on an individual's face. And
this is part of this growing kind of new wave of research that uses biometric information, which is
basic information we can't change about ourselves, we can't change the way our face looks very
easily. We can't change the way our voice sounds very easily. And people are using these kinds
of, you know, intimate details about us to make claims such as, Oh, this is somebody who has a
high propensity for crime. Then regardless of you know, the actions this person has taken it so
what we're seeing is Yeah, | think more and more. Within law enforcement particularly we're
moving towards a prevention proponent, kind of like prevention, quote-unquote
prevention-based model of trying To predict things before they happen, and use that as a
justification for intervention in various ways. Another really interesting example comes from
Chicago where researchers developed an algorithm to try to identify youth might be involved in
gun violence down the line, or in the near future. Now, involved means could be either a victim
or perpetrator of gun violence. And that's important because it's key to understanding kind of the
nature of gun violence, right, like often or just violence in general, like often people who
perpetrate violence are often people who have been victims of violence before that happens. So
this binary between victim and perpetrator is a really blurry line. So this algorithm was
developed. And it was kind of framed as a public health intervention. let's identify these at-risk
youth. And then we can provide them with supports and services to try to prevent, you know,
their involvement in these things down the line. What these things ended up being used for,
though, was actually as a lever to kind of strong-arm youth threaten youth with, you know, more
severe charges, more severe penalties when, whenever they were, they became involved in the
system in some sort of way. So when police, you know, a police officer arrested somebody, | kid
on a street corner, if they were able to run their name through a database and show that they
were high risk using this algorithm, they could then take that to a judge and be like, Hey, this is
a public safety threat. This kid is not somebody who should lead out on the streets. And that
was used to, you know, really heighten the stakes for the individual trying to navigate the
system. So as we move towards these prediction oriented approaches, what | think we will see
happening is very similar to what we see happening when things like mandatory minimums
become instated, you know, that becomes a point of leverage. For prosecutors to be able to



drive plea bargains, dry drive, you know submission, because the stakes are so high for the
individual

‘

Joshua B. Hoe

37:13

seems very similar, like just off the top of my head to kind of like bad magic and phrenology.
Like I feel like | could probably predict a lot by the zip code someone was in. You know, like, if
they've seen violence in or something like that. Is there any reason to believe that any of that is
even remotely accurate? It seems like strange magic to me. Well, | guess, you know, it might be
accurate.

Chelsea Barabas

37:42

Yeah, like, | mean, it might be accurate that you don't, you're from Beverly Hills, 902. And, oh,
you're going to be less likely to be involved in gun violence than if you're like, you know, in
downtown LA. Um,

‘

Joshua B. Hoe

37:54

well, that's kind of what | meant is that, you know, in a sense, you know, you don't need to have
a happy outcome. Figure out that some people are more likely to see violence than others, you
know? Yeah.

Chelsea Barabas

38:06

And | think you're touching on a key thing, which is, what real purpose did these algorithms
serve? | think when you really look at this, | think it serves as a means of justifying or legitimizing
kind of common sense notions that law enforcement used to, you know, make their decisions.
So we're not necessarily revealing anything new. But what we're doing is we're kind of
enshrining this common, this kind of common sense knowledge under an of this brand of
science. And when we're doing that, we're also porting over all these harmful interpretations of
what what that common sense knowledge means.

‘

Joshua B. Hoe

38:50

So | know when | had James Kilgore on we were kind of discussing the dystopian possibility that
combinations of these technologies active cameras facial record ignition and open access to
driver's licenses, social media information could kind of create functional Exclusion Zones. And |
kind of feel like now after becoming more familiar with what's happening with Operation
greenlight in Detroit, that that actually is happening. Do you have any thoughts about kind of this
whole notion of kind of these combinations of technology creating functional Exclusion Zones or
like areas where people can no longer be in public space? Or Yeah, | mean,



Chelsea Barabas

39:33

yeah, that's a big one. So | think what we're really seeing with this pandemic that we're all living
in now is like a massive normalization of surveillance, both in kind of like mainstream circles, as
well as, you know, a heightened level of surveillance for people impacted by the system and
part of that surveillance. is | think a key function of it is to continue to regulate, you know, the
mobility, particularly of | guess, marginalized populations and populations who are, you know,
quote-unquote, risky in a variety of ways. So | know that you know, oh, you know, part of this
concern around kind of COVID and stuff like that is, is that you know, we all have different levels
of kind of risk to exposure to the virus, and that could end up translating into different levels of
access and mobility in our cities that could be regulated through the growing network of CCTV
cameras like CCTVs. license plate readers, you know, monitors in public transportation and
things like that, to kind of see who's moving in and out of different spaces. Yeah, | mean, James
is much more kind of, like thinking about this stuff than me. I'm not sure about answering your
question. Really, but | don't know. Yeah, go ahead.

Joshua B. Hoe

41:13

You're doing fine. It's just, uh, you know, it's like I, you know, | think even if it's not a, you know,
say, for instance, there isn't the system's job isn't to exclude people, people could start
dissociating from those social spaces, particularly because they're constantly under
surveillance. So | feel like that they may serve as functional Exclusion Zones, even if they're not
official Exclusion Zones, in some ways. it you know, you know, and | don't know how familiar
you are with Project Greenlight, but you know, a lot of stores agreed to put cameras in the lights
and things around them. And then, you know, the Detroit Police Department uses that and a lot
of other things so that they can do what they call virtual I've no police presence. So | feel like
there's a lot happening here that hasn't been really thoroughly thought through. Or at least not
by, you know, in critical spaces, unfortunately. And these things move very quickly. So, you
know, yeah, sometimes asking sort of sci-fi questions may seem a little crazy, but | think there is
some actual practical application that's happening.

Chelsea Barabas

42:29

Yeah, absolutely. And | mean, you know, | know that James also draws a lot of parallels
between kind of the rise of electronic monitoring and, you know, the apartheid state in South
Africa and thinking about, you know, how, you know, okay, sure, there's a growing number of
people who are now being released on electronic monitors with, you know, specific kind of
geo-fenced areas as being the only places they're allowed to go or they're being well-defined
kind of Exclusion Zones where they're not allowed to go anymore, and how this creates You
know, this dynamic where people who've been criminalized now have their mobility,
circumscribed to basically, you know, a very small area, and they're not allowed to go into more
mainstream spaces. And that's regulated through these technologies. What we're seeing is
electronic monitoring is being used, you know, further and further upstream in the system for



people who have not even been convicted of crimes, you know, folks who've, you know, just
had a brush with the system. And so that's definitely a trend to keep watching. And | think that
those types of parallels with things like apartheid systems are really apt and things to be taken
seriously. It's not just sci-fi. It's also kind of like a throwback to the past in some ways.

Joshua B. Hoe

43:44

You also document a lot of growing connections between corporations, police, prosecutors, and
prisons around these systems. Do you want to talk about that a little bit? between private like
private sector companies and yeah, sure.

Chelsea Barabas

44:00

Sure, | mean, like, I'm trying to think of what specifically to talk about, um, you know, there's
always been a for-profit sector. For this work, | think one of the things that have been most
interesting for me to see is like the branding of, for-profit companies in kind of the carceral state.
So a great example has been, I've been tracking, you know, the rise of different electronic
monitoring companies and the way they're branding themselves during the pandemic. | would
say the phrase that | hear the most often when I'm kind of watching these webinars and different
things that these companies provide, as they promised to enable law enforcement, probation,
and parole officers to be able to quote-unquote, like do less with doing more with less. So in this
time, where it might be a lot more challenging too, like physically keep tabs on an individual,
because of, you know, the health risks that poses these technologies are these costs
Companies are offering, you know, an opportunity for people to be able to, you know, agents of
the state to be able to keep closer tabs on people through these new products that they're
developing. And they frame these products as being a more humane approach to social control
and containment. So | think that's really interesting. It's like that branding of humanitarian kind of
discourse for new forms of social control and, and containment. | don't know if you have other
more specific things you'd like to talk about with that?

Joshua B. Hoe

45:34

Oh, | just saw in some of the era, the work that you'd been talking about that | know part of your
project is trying to address these problems within your own discipline. Have you seen much
success with that? How are you approaching getting people in tech and in developing this stuff
to see the problems with the systems that they're involved in creating?

Chelsea Barabas

45:54

Sure, | mean, it's a pretty big challenge to engage with computer scientists about The social
impacts of their work. | think, generally speaking, computer scientists have seen themselves as
sort of neutral apolitical actors who, you know, full of good intentions are trying to, you know,
solve problems and objective in neutral ways. And | think that framing just, in general, is really



harmful because there is no such thing as neutrality. And when you're when you say what you're
doing is neutral. It by default, it means you're supporting the status quo. And so, a big part of my
work has been trying to kind of help computer scientists see the political nature of their work to
become more comfortable with engaging with the political stakes of their work. So a lot of
computer science work. part of the appeal of it is that its stuff that is framed is kind of
applications across a variety of different contexts and domains. So | can develop an algorithm to
identify you know, how quickly you know, something trying to think of like, | could identify an
algorithm for, you know, identifying somebody's face. And that can be used to, you know,
monitor engagement in a classroom setting like online with zoom. It can also be used in Project
Greenlight to identify who's coming and going from a business, it could be used in a variety of
different contexts. And what | want to do is help researchers become more comfortable with
resisting and challenging the use and abuse of their technologies and contexts where that's
harmful. Because | think that academics and the builders of these tools actually have a lot more
power than they give themselves credit, in terms of dictating the social norms about how this
technology gets used. But today, they're pretty reticent to engage in those kinds of
conversations.

Joshua B. Hoe

47:51

And have you had some success though, with converting getting some people to believe that
they have more power?

Chelsea Barabas

47:57

Sure. | think there's a growing community of people who are committed to, to not only resisting
this stuff, but actually, you know, like, having real skin in the game, you know, I'm inspired by
the tech workers in Silicon Valley who are, you know, speaking out against, you know,
companies like Google and Amazon and Microsoft, and their entanglements with the
Department of Defense. And I'm really inspired by the ones who you know, quit their jobs or are
fired for speaking out. | think that's also true within academia. | think you know, the unspoken
and perhaps even unacknowledged, personal like internal like the reason | think some people
don't are scared to speak out is because there could be repercussions for doing so you could be
seen as a troublemaker you could be seen as somebody who, you know, isn't worth the hassle.
And within academia, | think that's the fear is that you know, if you end up taking a proactive
stance and these kinds of conversations, you're going to be branded as a troublemaker or
somebody who you know Is misusing their, their platform to do you know, the social justice
warrior? So but | think more and more we're seeing that happen and we're seeing people
challenged, challenged that framing and say, No, this isn't, this isn't about being, you know,
some sort of like, you know, self-righteous, liberal, this is about us taking on the responsibility of
the work, the responsibility because we've been given a lot of power and in the world that we
live in. And | guess a specific example from my own work is, | mentioned earlier, that's this open
letter that we, that | collaborative, really wrote with four other people that were specifically kind
of challenging research around predicting, quote, unquote, criminality using somebody's face.



We had over 2500 academics sign on to the letter, and the publication was actually removed
For like from the pipeline for publication as a result of that work, so I'm really encouraged by that
kind of mass positive response from within that identity. | hope, more of that.

Joshua B. Hoe

50:13

So, you know, earlier way earlier in the discussion, you kind of gave hope for ways that maybe
data can be used, or these tools can be used for good as opposed to in different ways where we
could reconceive how we look at all of this stuff. So this is the decarceration nation podcast. And
this year, I'm asking people, if they have any interesting ideas for substantially reducing
incarceration, what are ways that we could conceive of data better, or we could change data or
use different data in different ways, in ways that could maybe even be de carceral if you have
any ideas on that area?

Chelsea Barabas

50:51

Sure. | think we could use data to build accountability for people who really a power, build
accountability for judges and prosecutors. I've been really inspired and Massachusetts by the
work of the Massachusetts bail fund, they've launched a campaign to do what they call court
watching, which is basically a train lay people to be able to go into the courtrooms observe the
proceedings of the court and actually collect data about the way those proceedings went down.
So they might collect the data about whether or not, for example, a judge inquired about an
individual's ability to pay before setting bail, which is something that they're supposed to do, but
they often don't do. They collect data about what the bail amounts are that they set. And what
they've done is they're able to turn around and take that data and turn that into pretty fast
accountability campaigns for judges and prosecutors. So in Suffolk County, which is where
Boston's based when Rachel Rollins was elected, the Massachusetts bail fund did a first 100
days campaign where they tried to hold her office accountable to some specific commitments
that they made on the campaign trail about you have specific types of things they were going to
decline to prosecute things, you know, like larceny and stuff like that. So they collected that data
and then they were they turn those into social media campaigns that let Rachel Rollins know
that hey, people are watching and like, we're gonna really hold you to the promises you made
when you were on the trail and | think made a real impact. So yeah, those are some inspiring
examples that I'd love to see more of.

Joshua B. Hoe

52:27

Yeah, | love that example because I've had Rachel on the podcast before | always ask the same
last question. What did | mess up? What questions should | have asked but did not? | don't think
you messed up at all, | think.

Chelsea Barabas



Great questions.
Joshua B. Hoe

| always love that answer. But I'm sure there was something | could have done differently. My
failed attempt that humility there, | guess. Um, so thanks so much for doing this. So it's really
nice to finally get to talk and, and talk about some really interesting stuff.

Chelsea Barabas

52:57

Yeah, thank you so much for having me. This was really enjoyable and I'm sure dads are gonna
be really excited.

‘

Joshua B. Hoe

53:03

| think they're both will be since my dad was the one who emailed me that you were doing this
work. Anyway, thanks. Thanks again.

Chelsea Barabas
Thank you, Josh.

‘

Joshua B. Hoe

53:14

And now my take on myself was on electronic monitoring for two years. Let me tell you a few
stories from my own experiences during what happened when | was on monitoring. First, to
foreground the issue | was allowed to be out from 8:30 am until 3 pm, Monday through Friday,
on weekends, | was not allowed out of the house at all. Every day in order to stay in compliance
and keep the monitor working. | had to plug myself into the wall for several hours in order to
recharge my ankle monitor. | remember that right after | was first put on monitoring. | had my
parole officer show up and run into me at the grocery store and later at the bookstore. Just to
remind me that she knew where | was at all times. When my parole officer met me at the
bookstore, she came with several other parole officers and what seemed to be a show of force.
But it's really impact seemed to be to shame me. And Mark me is different and alien when | was
in social spaces. | also remember at least five times when my parole officer would call to yell at
me about not being at home when | was literally at mandatory therapy sessions. She would do
this despite the fact that all she had to do was look on her phone to see where | was. Later,
when it was only a few months from the finish when my parole sentence. The parole officer
decided to change vendors on monitoring companies. So they called me in to change out my
ankle monitor. My parole officer cut off my old monitor and then put on the new monitor so tight
that it physically hurt for me to walk. Obviously, | complained an astronaut On the strap to which
she replied, it's supposed to hurt. This is punishment. I'll never forget her saying that | had to
wear that monitor on extra tight for several months, while it was still on my ankle. When it was
finally cut off, | had a band of indented flesh there remains for weeks. | really will never, ever



forget how uncomfortable that was. on a regular basis during my two years with an electronic
monitor, the ankle monitor would go off and | would have to stop whatever | was doing or leave
wherever | was and go stand outside, often for as much as 10 minutes until the monitor
regained a connection with the satellite. For so many people on parole. This embarrassing
experience happens to them every few days while they are at work, which means that maybe all
the employees don't know about their criminal past, but they sure do after they have to go out
and stand in the parking lot for 10 minutes, waiting for their monitor to reconnect To the satellite,
and add insult to injury | was charged and I'm expected to pay a large amount of money for the
privilege of having been through monitoring for those two years. And let me conclude with this.
To my knowledge, there is no evidence that monitoring actually increases security. In point of
fact, since the system is passive, anyone who wanted to commit a new crime would simply cut
off the monitor before leaving to commit that new crime. electronic monitoring seems to me to
be more of a public safety placebo than it is a meaningful protection. And the costs are massive.
It would be like charging someone with chronic illness, you know, especially if they were poor
and couldn't afford it thousands of dollars to give them a bunch of sugar pills. Someone always
responds to these conversations sharing some glib statements about how things like monitoring
are just desserts. But I'm more of the opinion that Liberty should never be restrained or
constraint Without a damn good reason. And as near as | can tell, there's no damn good reason
for electronic monitoring. | will always go along with the notion that people should be able to if
it's their only way out of incarceration, people should be able to choose electronic monitoring.
But that doesn't make electronic monitoring. Okay? This is a huge, massive surveillance
system. That's incredibly costly to people who can't afford it.

As always, you can find the show notes or leave us a comment at the Decarceration Nation
calm. If you want to support the podcast directly, you can do so from patreon.com slash
decarceration Nation, all proceeds go to running the podcast and supporting our volunteers. For
those of you who prefer a one-time donation, you can now go to our website and give a
one-time donation using the tab there. You can also support us and other nonmonetary ways by
leaving a five-star review from iTunes or like us on Stitcher or Spotify. Especially Standard
standard does the editing and post-production for me and the Kate summers who is still running
our website and helping with our Instagram and Facebook pages. Make sure to add us on
Twitter, Instagram, and Facebook and share our posts across your networks. Also, thanks to my
employer safe and just Michigan for helping to support the decarceration nation podcast.
Thanks so much for listening to the decarceration nation podcast. See you next time.



